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Abstract

The last few years have seen a renewal of interest in the
consideration of dynamic programming in compiler tech-
nology. This is due to the compactness of the representa-
tions, which are turning this paradigm into a common way
of dealing with highly redundant computations occurring,
for instance, in natural language processing, logic pro-
gramming or abstract interpretation and related to phenom-
ena such as non-determinism or domain ordering. However,
it is not usual to find practical studies about what the real
interest of these techniques is, and which approaches are
better adapted in each case.

We justify the consideration of dynamic programming,
both in definite clause and context-free grammar pars-
ing, highlighting the parallelism between the conclusions
reached in both cases. We focus on the computational prop-
erties, suggesting a simple decision guide for the reader in-
terested in applying this technology.

1. Introduction

Highly redundant computations are usual when we deal
with complex grammar formalisms. This claim has been

used to motivate parsing techniques that encode trees and
computations in some kind of shared structure. Major ar-
eas of application are natural language processing (NLP),
where dynamic programming has been known for a long
time [3], and logic programming. Here, dynamic program-
ming was initially been proposed [8] to address shortcom-
ings in classic PROLOG evaluation, whose poor termination
and complexity properties have often rendered it unsuitable
for practical purposes. However, although in theory these
strategies give an exponential reduction in complexity over
traditional parsing and resolution techniques [5], the lack
of a comparison frame for these proposals often leads us to
describe our compilation schema on the basis of naive ap-
proaches with backtracking.

Our aim is to illustrate the practical suitability of dy-
namic programming to deal with grammatical formalisms
in the Horn-like continuum that goes from context-free lan-
guages to Horn clause logic. To obtain a uniform under-
standing of the computational behavior of syntactic phe-
nomena, we establish a formal framework for parsing. We
choose to work in the context of the logical push-down au-
tomaton (LPDA) notion [5], an operational model general-
izing the classic concept of push-down automaton to full
first order Horn logic, that allows all parsing strategies to be
expressed by a unique device.

We seek to cast some light on which compilation



schema, and which dynamic programming approach, are
suitable in each case. The problem is posed in the context
of NLP, as representative of a domain embracing all parsing
formalisms in the continuum considered. In effect, parsers
in NLP are usually classified in two categories [8]:

� Off-line approaches producing some kind of prelim-
inary grammatical skeleton, typically a context-free
grammar (CFG), from which the system must filter out
the undesirable analysis taking into account the finer
language structure.

� On-line systems applying linguistic restrictions at
parsing time, as is the case of definite clause grammars
(DCGs).

In both cases, the sharing of computations affects the per-
formance. So, it may allow a better factorization to filter
parse trees [11] or fully exploit the declarative power of
the formalism by dealing with a possible infinite number
of structures [15].

In section 2 of this paper we establish our formal testing
framework. Sections 3 and 4, respectively give a survey
of some representative parsing strategies in both cases, off-
line and on-line, locating them in our testing framework.
In section 5, we include the experimental results. Finally,
section 6 is a conclusion about the work presented.

For top-down architectures:
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Figure 1. The meaning of symbols &('*) +

2. A common framework

We introduce a common parsing device for testing, ex-
tending the original notion of LPDA [5]. We do it as a
generalization of the operational model described by the
authors in [14]. An LPDA is now defined as a 7-upla,.-0/#132�4526327(2�8928;:�2<>=

, where
1

is a denumerable and

ordered set of variables,
4

is a finite set of functional sym-
bols,

6
is a finite set of extensional predicate symbols,

7
is

a finite set of predicate symbols used to represent the literals
stored in the stack,

8
is the initial predicate,

8 :
is the final

predicate; and
<

is a finite set of transitions. The stack of
the automaton is a finite sequence of items ? @ 2BADC�2EGFH2IJCGKDL M

,
where the top is on the left, @ is in the algebra of termsN�O ? 4QP>1>K

,
M

a substitution,
AGC

is the current position in the
input string,

EGF
is the position in this input string at which

we began to look for that configuration of the LPDA, and
IJC

is a state for a driver controlling the evaluation. Transitions
are of three kinds:

� Horizontal: R S TVU WYX�@[Z . Applicable to stacks\ L ]_^
, iff there exists the most general unifier (mgu),M`-
mgu

/ \ 2 R =
such that a M`- @ M

, for a a fact
in the extensional database. We obtain the new stackW M!L ]bMc^

.

� Pop: RYdeST9UfWYX*@gZ . Applicable to stacks of the form\ L ] \3h L ] h ^
, iff there is

Mi-
mgu

/�/ \ 2 \Yh ]j=�2J/ R 2 d =B=
,

such that a M0- @ M
, for a a fact in the extensional

database. The result will be the new stack W M!L ] h ]jMc^
.

� Push: RkST9U WlRmX*@[Z . We can apply it to stacks\ L ]n^
, iff there is

Mo-
mgu

/ \ 2 R =
, such that a Mo-

@ M
, for a a fact a in the extensional database. We

obtain the stack W M!L M R L ]3^
.

where R , W and d are items and @ is in
NHp ? 4qPr1>K

, a con-
trol condition to operate the transition. In order to deal with
context-free grammars, it is sufficient to substitute the no-
tion of unification by matching, taking

M
,
]

and
] h

as iden-
tity in transitions. Typically, the control predicate X�@[Z will
represent in this case a condition over a lookahead string.

Dynamic programming is introduced by collapsing stack
representations on a fixed number of items and adapting
transitions in order to deal with these items [13, 2]. When
the correctness, completeness and compatibility of compu-
tations in this new frame are assured in relation to classic
push-down devices, we talk about the concept of dynamic
frame. Here, the use of

AGC
allows us to index the parse in

order to disregard the computational work of the lexical an-
alyzer by separating this task from parse, focusing on syn-
tactic phenomena and reducing the search. This relies on
the concept of itemset [3], associating a set of items to each
token in the input string, and which represents the state of
the parsing process at that point of the scan. We shall useEGF

to chain pop transitions.
Usually, only two dynamic frames are of practical inter-

est, sut and s�v , where the superscript denotes the number
of top stack elements used to generate items. The standard
dynamic frame, where a stack is given by all its compo-
nents, and backtracking is the technique to simulate non-
determinism, is denoted by s�w . Correctness and complete-



ness of s t in relation to s w is trivial given that transitions
in our formal model depend in the worst case on the last
two elements in the stack. For s�v the case is different, since
during pop transitions no information is available about the
element under the top of the stack. In order to solve this
lack of information, we redefine the behavior of transitions
on items s v , as follows:

� Horizontal case:
/ R S T9UkW =�/ @ =>- W M

, where
M -

mgu
/ @ 2 R =

.

� Pop case:
/ RYd S TVU W =�/ @ = - X�d M S T9U W M Z , whereM -

mgu
/ @ 2 R =

, and d M S T9UfW M
is a dynamic transi-

tion generated by the pop transition. This is applicable
not only to the item from which we had computed the
top, but also to those to be generated and which share
the same syntactic context.

� Push case:
/ R S TVU WlR =�/ @ =q- W M

, where
M -

mgu
/ @ 2 R =

.

Although s v provides the best sharing properties, it can
be proved that correctness is only guaranteed for weakly
predictive parsing strategies [13, 2], typically pure bottom-
up approaches or mixed-strategies including a predictive
phase, static or dynamic, complemented with a bottom-up
construction of the parse.

3. Off-line parsers

We compare several context-free parsing schema, often
the grammatical formalism for the skeleton in off-line ap-
proaches, in different dynamic frames. We have considered
three basic parser generators: the AGFL [6] environment1,
an implementation of the classic Earley’s algorithm [3], and
the GALENA [14] system. These correspond, respectively,
to a classic top-down approach with backtracking, a mixed-
strategy with dynamic prediction, and a mixed-strategy with
static prediction based on an LALR(1) extended automaton
taken from the ICE [13] environment. We have chosen ICE

as the most efficient representative of the family of unre-
stricted LR-like context-free parsers that includes systems
such as SDF [4] and GLR [9], both based on Tomita’s al-
gorithm [11]. To locate these parsing schema in our testing
frame, we introduce the categories &('*) + 2 A � X�� 2JL�L�L�2�� 'bZ
for each rule � '��;@ '*) 	lU @ '*) v 2�LJL�LJ2 @ '�) 
 �

, whose meaning
we shall later detail in each case.

1AGFL is not a real unification-based parser since it is built on the no-
tion of affix grammar. However, it can be assimilated to a DCG parser
where functional symbols are not allowed. This permit us to take into ac-
count one of the most known parsing systems available in NLP.

3.1. A top-down architecture

Here, the symbol & '*) + shows that the first
A

categories in
the right-hand-side of rule � ' have already been recognized,
as it is shown Fig. 1. So, we obtain the following set of
transitions that characterize the parsing strategy:

1. ? 8j2�� 2�� 2 K S T9U ? &�	�) 	 2� 2� 2 K!8

2. ? & '*) + 2BAGC�2�EGF 2 K S T9U ? @ '*) +�� v
2�AGC�2�AGC�2 K

? & '*) + 2BADC�2EGFH2 K

3. ? @ '*) 	 2�AGC�2EGFH2 K S T9U ? & '*) 	 2BADC�2EGFH2 K

4. ? & '*) 
 � 2BADC�2EGFH2 K
? & '��%) + 2�E	FH2�� 2 K S T9U ? & '��%) +�� v 2�AGC�2�� 2 K

which we can briefly interpret as follows:

1. Requires the recognition of the axiom @ 	J) 	 , which we
represent by &�	�) 	 .

2. Selects the leftmost unrecognized category, @['�) +�� v .

3. The body of � ' becomes a sequence of new categories
to be recognized.

4. After recognition of � ' , we return to the calling rule
� h' .

The state, here represented by “ ”, has no operative sense in
this approach.

3.2. Earley’s approach

As in the precedent case, Earley’s algorithm requires the
same interpretation for symbols &('*) + and states have no op-
erative sense in items. In addition, given a category @ '*) + ,
we shall consider the associated symbols @ h '*) + and @ h h'�) + to
respectively indicate that @ '*) + is yet to be recognized or has
been already recognized. So, the parsing scheme can be
defined by the transitions:

1. ? 8j2� 2�� 2 K S T!U ? @ h	J) 	 2� 2�� 2 K!8

2. ? @ h '�) 	 2BADC�2BAGC�2 K S T9U ? & '*) 	 2BADC�2BAGC�2 K
? @ h '*) 	 2�AGC�2�AGC�2 K

3. ? & '*) + 2�AGC�2�EGF 2 K S T9U ? @ h '*) +�� v
2�AGC�2�AGC�2 K

? & '*) + 2BADC�2EGFH2 K

4. ? & '*) 
 � 2BAGC�2�EGF 2 K
? @ h '�) 	 2EGFH2EGFH2 K S T9U ? @ h h'*) 	 2�AGC�2�E	FH2 K

5. ? @ h h'�) +�� v
2BADC�2EGFH2 K

? & '*) + 2�EGF 2�� 2 K S T9U ? & '*) +�� v 2�AGC�2�� 2 K
that we informally explain as:



Ib/�� IBF / N ������=B= U I�� ��C�� �����j/ N ����� =�L
I�� ��C�� �����j/ F
	 � /

Tree v
2
Tree t

=�= U � F /
Tree v

2��� E � =�2��JF /
Tree t

2��� E � =�LI�� ��C�� �����j/ F
	 � /
Tree v

2
Tree t

=�= U I�� ��C�� �����j/
Tree v

=�2�F�F /
Tree t

=�L
� F / � F /DIb/�� ���b=B=�2��� E�� = U ����� � /�� ��� ��� � ���V2��� E � � ���
 E�� � =�L
� F / F � /�� ���j=�2��� E � = U F ��� ����� � /�� ��� ��� � ��� 2��� E�� � ���� E�� � =�L
� F / � F /����*C�/

Wrd v =�2Ib/
Wrd t =B=�2��� E�� = U ���*C�� ��_A ��� � /

Wrd v ��� � ��� 2��� E�� � ���� E�� � 2� ��� � ��! � ����� � =�2
����� � /

Wrd t ��� � ���V2��� E � � ���
 E�� � 2� ��� � ��! � ���"� � =�L
� F / � F /

Tree v 2
Tree t =�2��� E�� = U � F /

Tree v 2��� E � =�2�F;F /
Tree t =�L

F�F / F�F / F ����F /�� ���j=�2 N ����� =B= U F ����F�� IJAGC	A#� � /�� ��� ��� � ���j=�2 � F / N �����b2��� E�� =�L
�*F /��JF /$�%� � E /�� ���b=�2 N ����� =�2��� E � = U �"� � E /�� ��� ��� � ���V2��� E � � ���
 E�� � =�2 � F / N �����b2��� E � =�L

Figure 2. Guideline grammar

1. States the axiom @ 	J) 	 , which we represent by @ h	�) 	 .
2. Requires the recognition of @ h '*) 	 , which we represent

by & '�) 	 .
3. Selects the leftmost unrecognized category, @ h '*) +�� v .

4. The body of � ' has been recognized. We push @ h h'�) 	 to
show that @ h '*) 	 has been recognized.

5. After recognition of @ h h'�) +�� v , the parse advances to the
next term in � ' .

3.3. A bottom-up strategy with static control

We introduce the ICE parser included in GALENA. Here,
a symbol & '*) + expresses that the categories in the right-
hand-side of � ' after the

A
position have already been recog-

nized, as it is shown in Fig. 1. The set of transitions defines
a generalized LALR(1) automaton as follows:

1. ? @ '*) 
 � 2BADC�2EGFH2IJCGK S T!U ? & '�) 
 � 2�AGC�2�AGC�2�IJCGK
? @ '*) 
 � 2BAGC�2�EGF 2�IJCGK

X action
/#IJC�2

token +'& =�-
reduce

/ � ' = Z
2. ? & '*) + 2�AGC�2�� 2I�C v K? @ '*) + 2�� 2�EGF 2�IJC v K S T!U ? & '�) +$( v 2�AGC�2EGFH2I�C t KX action

/#IJC t 2
token +)& = -

shift
/DI�C v = Z 2 A � ?�� 2�� ' K

3. ? & '*) 	 2�AGC�2�EGF 2�IJC
v
K S T!U ? @ '*) 	 2�AGC�2�EGF 2�IJC

t
K

X goto
/#IJC

v
2 @ '*) 	 = - IJC

t Z

4. ? @ '�) + 2BADC�2EGFH2IJC
v
K S T9U ? @ '�) +�� v

2�AGC�* � 2�AGC�2�IJC
t
K

? @ '�) + 2BADC�2EGFH2IJC
v
K

X action
/#IJC

v
2 @ '*) +�� v

= -
shift

/#IJC
t
= Z 2 A � ? � 2�� ' =

5. ? @ '�) + 2BADC�2EGFH2IJC v K S T9U ? @,+ ) 	 2�AGC�* � 2�AGC�2�IJC t K? @ '�) + 2BADC�2EGFH2IJC v KX action
/#IJC v 2 @-+%) 	 = -

shift
/#IJC t = Z

6. ? 8j2� 2�� 2�� K S T9U ? @ 	J) 	 2� 2� 2�IJCGK
? 8j2� 2� 2�� K

X action
/ � 2

token 	 = -
shift

/#IJC�= Z
where action, goto, shift and reduce are well-known con-
cepts in LR parsing [1]. We interpret these transitions as
follows:

1. Pushes & '�) 
 �
to indicate that the body of �V' is to be

recognized.

2. The parser advances after the refutation of A '*) + .
3. All literals in the body of � ' have been recognized, and

therefore @ '�) 	 can also be recognized.

4. Pushes the literal @l'*) +�� v , assuming that it will be
needed for the recognition.

5. Begins with the recognition of �V' .

6. States the axiom @ 	J) 	 .
4. On-line parsers

We now go deep into the influence of dynamic pro-
gramming when considering more complex grammatical



formalisms. To do so, we take the DCG extensions of
the context-free parsing strategies previously tested. To
be more precise, we shall consider the AGFL [6] environ-
ment as representative of a typical top-down evaluator, an
implementation of Earley’s deduction scheme [8], and fi-
nally the GALENA [14] system using a simple unification
oriented extension of ICE [13]. We have chosen GALENA

as representative of the family of LR-like inference environ-
ments [7, 10].

Previous to introducing the experimental results, we lo-
cate each architecture in our unified framework. Here, we
deal with clauses � ' of the form @ '*) 	 � T @ '�) v

2JL�L�LJ2 @ '*) 
 �
,

where @ '*) + are now logical terms. We introduce the vector
�N ' of the variables occurring in �V' , and the predicate sym-

bol & '*) + . Besides the positional meaning of this predicate
symbol, which is dependent on each particular evaluation
strategy, instances of &('*) + / �N ' =

serve as temporary infor-
mation storage structures for remaining subgoals during the
evaluation.

Intuitively, the interpretation of the following evaluation
schema is analogous to those considered for off-line parsers,
replacing the notions of matching, recognition, axiom, cat-
egory and rule by unification, refutation, query, goal and
clause; respectively.

4.1. A top-down architecture

We begin with the simulation of the top-down strategy,
which is given by the transitions:

1. ? 8 2�� 2�� 2 K S T9U ? &�	J) 	 / �N 	 =�2�� 2�� 2 K!8

2. ? & '*) + / �N ' =�2�AGC�2EGFH2 K S T9U ? @ '*) +�� v 2BAGC�2�AGC�2 K
? & '*) + / �N ' =�2�AGC�2�EGF 2 K

3. ? @ '*) 	 2�AGC�2�E	FH2 K S T9U ? & '*) 	 / �N ' =�2BAGC�2�EGF 2 K

4. ? & '*) 
 � / �N ' =�2�AGC�2�EGF 2 K
? & ' � ) + / �N ' � =�2�EGF 2�� 2 K S T9U ? & ' � ) +�� v / �N ' � =�2BAGC�2�� 2 K

where an instance of &('*) + / �N ' =
indicates that all literals until

the
A & �

literal in the body of � ' have been proved.

4.2. Earley’s approach

In the case of Earley’s deduction, the set of transitions is
now given by:

1. ? 8 2�� 2� 2 K S T9U ? @ h	J) 	 2� 2� 2 K!8

2. ? @ h '*) 	 2�AGC�2�AGC�2 K S T9U ? & '*) 	 / �N ' =�2BADC�2BAGC�2 K
? @ h '�) 	 2BADC�2BAGC�2 K

3. ? & '�) + / �N ' =�2�AGC�2�EGF 2 K S T9U ? @ h '�) +�� v
2�AGC�2BADC�2 K

? & '*) + / �N ' =�2BADC�2EGFH2 K

4. ? & '�) 
 � / �N ' =�2BAGC�2�EGF 2 K
? @ h '*) 	 2�EGF 2�EGF 2 K S T9U ? @ h h'�) 	 2BADC�2EGFH2 K

5. ? @ h h'*) +�� v
2BAGC�2�EGF 2 K

? & '�) + / �N ' =�2�EGF 2�� 2 K S T9U ? & '*) +�� v / �N ' =�2�AGC�2�� 2 K
with the same interpretation for instances of & '*) + / �N ' =

as in
the preceding case. The meaning of atoms @ h '*) + and @ h h'*) + is
analogous to the context-free case. They respectively indi-
cate that the term @ '*) + in the DCG is yet to be proved or it
has already been proved.
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Figure 3. Tests with GALENA

4.3. A bottom-up strategy with static control

Finally, we introduce the evaluation scheme of GALENA,
given by the transitions:



1. ? @ '*) 
 � 2�AGC�2�EGF 2�IJCGK S TVU ? & '*) 
 � / �N ' =�2�AGC�2�AGC�2�IJCGK
? @ '*) 
 � 2�AGC�2�EGF 2�IJCGK

X action
/DIJC�2

token +)& =�-
reduce

/ � ' = Z
2. ? & '�) + / �N ' =�2�AGC�2�� 2IJC v K? @ '*) + 2�� 2EGFH2I�C v K S TVU ? & '*) +$( v / �N ' =�2�AGC�2�E	FH2�IJC t KX action

/DIJC t 2
token +'& = -

shift
/#IJC v = Z 2 A � ? � 2�� ' K

3. ? & '�) 	 / �N ' =�2�AGC�2�E	FH2�IJC v K S TVU ? @ '*) 	 2�AGC�2�E	FH2�IJC t KX goto
/DIJC v 2 @ '*) 	 = - I�C t Z

4. ? @ '*) + 2�AGC�2�E	FH2�IJC
v
K S TVU ? @ '*) +�� v

2�AGC�* � 2BAGC�2�IJC
t
K

? @ '*) + 2�AGC�2�E	FH2�IJC
v
K

X action
/DIJC

v
2 @ '*) +�� v

= -
shift

/DIJC
t
= Z 2 A � ? � 2�� ' =

5. ? @ '*) + 2�AGC�2�E	FH2�IJC
v
K S TVU ? @ +%) 	 2�AGC�* � 2BAGC�2�IJC

t
K

? @ '*) + 2�AGC�2�E	FH2�IJC v KX action
/DIJC v 2 @,+%) 	 = -

shift
/DIJC t = Z

6. ? 8 2�� 2� 2� K S TVU ? @ '*) 	 2�� 2�� 2IJCGK
? 8j2�� 2�� 2�� K

X action
/ � 2

token 	 =�-
shift

/#IJC�= Z
Control conditions are built from actions in a driver given
by a LALR(1) automaton built from the context-free skele-
ton of the DCG. This skeleton is obtained from the original
program by keeping only functors in the clauses in order
to obtain terminals from the extensional database, and vari-
ables from heads in the intensional one, taking into account
the arity. The idea is to use the driver to cut out evaluation
conflicts arising from coincidence of logical terms signa-
tures during the proof process.

5. Experimental results

To show how dynamic programming improves the effi-
ciency of compilation schema, we shall focus on two as-
pects: the number of computations as contrasted with clas-
sic backtracking techniques, and a simple comparison be-
tween different parsing strategies. Although this work has
been supported by a lot of different tests, we have consid-
ered an only example to illustrate our discussion, in order to
facilitate understanding. We use the syntax of a simple sub-
set of nominal sentences in English. Henceforth, we take as
our guideline example the DCG shown in Fig. 2.

To simplify the explanation, we assume that lexical in-
formation is directly recovered from a specialized tagger
by the name of the corresponding attribute, which allows
us to focus on syntactic phenomena. So, the third clause
in the definition of the predicate np instances the variable
Wrd v to the value of the current input token by using the

syntax Wrd v � word. Similarly, we recover the number and
the gender, by using respectively the key-words number and
gender. The context-free skeleton is defined by the rules:

S U Sentence
Sentence U Np Vp
Sentence U Sentence Pp
Np U noun
Np U pronoun
Np U determiner noun
Np U Np Pp
Pp U preposition Np
Vp U verb Np

We have chosen input strings of the form

I see a father
/
of a son of a father

= +
where

A�� �
is the number of repetitions of the substring

“of a son of a father”. Here, the number of different parsesW�+ increases exponentially with
A
. This number is:

W 	 - W v - � and W�+ -���� AA�� �A * �
2

if
A	� �

allowing us to study the compilation schema when highly
redundant computations appears.
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Figure 4. Tests using pure top-down parsing



Tests have been performed on dynamic frames s w with
AGFL, Earley and ICE, s t with AGFL and ICE, and s�v
with Earley and ICE. Tests on s�t and suw have no inter-
est for Earley, given that the classic algorithm is naturally
described in s v . For AGFL, tests on s v are out of place due
to its top-down architecture that thwarts completeness, and
tests on s t have been obtained from an alternative adapta-
tion of the parsing scheme based on DYALOG [2], since the
original tool does not work in dynamic programming.

Finally, tests on s�w for AGFL in the DCG case have been
obtained excluding all functional symbols since this facility
is not available in AGFL. To avoid distortion of the results,
our testing grammar has been chosen in such a way that the
number of s w items in the CFG and the corresponding DCG
is the same. In effect, the absence of clauses with a common
context-free skeleton, and the fact that in our example func-
tional symbols are exclusively used in a constructive sense,
permits us to attain this goal. Results on s t for AGFL, using
our alternative implementation, include functional symbols.
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Figure 5. Tests using Earley-like strategies

Results related to GALENA and AGFL are shown in Fig. 3
and Fig. 4 respectively. In the case of Earley’s algorithm re-
sults are shown in Fig. 5. In all cases, dynamic program-
ming highlights a better computational behavior with re-
spect to classic approaches based on s�w . In addition, a sim-
ple view shows that the best results correspond to GALENA,
a mixed-strategy with static predictions, over Earley and
classic top-down parsing.

Tests using dynamic programming, both for the pars-
ing of the sole context-free backbone and whole DCG, are
shown in Fig. 6 and Fig. 7 respectively. The natural dy-
namic frame of each parsing model was used to obtain all
the figures. One again the benefit due to GALENA’s mixed-
strategy is shown. By looking at both figures we can also re-
alize that in the case of GALENA, the lowest increment was
achieved in the number of generated items when going from

CFG to DCG. In particular, results on DCGs proves the ef-
ficiency of GALENA to cut out unification conflicts during
resolution. Finally, the apparently bad behavior of GALENA

in these tests cannot be extended to other CFGs. In effect,
they are a natural consequence of the reduced number of
prediction computations due to the structure of our gram-
mar, as it is claimed in [13].
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6. Conclusion

This paper reviews, in a formal framework encompass-
ing all architectures considered, the computational proper-
ties of the some of best-known parsing schema in the con-
tinuum of Horn-like formalisms. We have exemplified the
problem of computational sharing in a frame where non-
determinism is usual, showing the practical interest of dy-
namic programming regardless of the parsing scheme cho-
sen.

As a secondary outcome, we corroborate the superior-
ity, often claimed but never proved, of bottom-up parsers
over top-down and mixed strategies. Frequently the perfor-
mance shown by top-down architecture in practical systems
is due to the efficiency of backtracking to manage the search
space. In our case, the use of indexing permits us to limit
this difference in the bottom-up case, thus increasing the
efficiency.



Finally, the parallelism existing between the results on
the practical use of dynamic programming for both ex-
tremes in the continuum considered, leads us to argue the
extension of our conclusions to other formalisms in the
same continuum, such as middle-sensitive grammars [12].
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