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Abstract
A general context-free parsing algorithm based on logical dynamic programming techniques is described. The analyzer takes a general class of context-free grammar as drivers, and any finite string as input. In an empirical comparison, the new system appears to be superior to the others context-free analysers, and comparable to the standard generators of deterministic parsers when the input string is not ambiguous.
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1 Introduction
The problem of context-free parsing is stated in the context of the application of logical compilation schemas to generate very efficient non-deterministic parsers. So, we apply the concept of logical push-down automata (LPDA) introduced by Lang in [3], proposing a new computational paradigm to compile Horn clauses, which is based on a push-down automaton model. By extending to these automata a dynamic programming technique developed for classic push-down automata (PDAs), we obtain a general and simple technique for constructing efficient and complete definite clause programs (DCPs) compilers. In particular, it can be proved that most of earlier proposals as for example Earley deduction [5] or OLDT resolution [6] may be expressed within the general framework of this new formalism.

On the other hand, the use of dynamic programming gives an exponential reduction in complexity forward or backward chaining with most variants of breadth-first or depth-first evaluation, without losing answer completeness.

At this point, context-free parsing is located within the continuum of Horn-like formalisms that ranges from propositional Horn logic to full first order Horn logic. In fact, it can be proved [4] that we can obtain an uniform understanding of the computational aspects of syntactic phenomena within this continuum of Horn-like formalisms, motivated by two facts: Firstly, we can express the computational properties of these formalisms with an unique model, PDAs. Secondly, they use a compatible concept to represent the syntactic structure: the parse tree in the context-free case and the proof tree in the Horn clause one.

2 Context-Free Parsing
The following is an informal overview of parsing by dynamic programming interpretation of LPDAs. Our aim is to parse sentences in the language \( \mathcal{L}(G) \) generated by a context-free grammar \( G = (N, \Sigma, P, S) \) according to its syntax, where the notation is \( N \) for the set of non-terminals, \( \Sigma \) for the set of terminal symbols, \( P \) for the rules and \( S \) for the start symbol.

2.1 The algorithm
We assume that, using a standard technique, we produce from the grammar \( G \) a LALR(1) parser, possibly non-deterministic, for the language \( \mathcal{L}(G) \). From here, the technique applied consists in translate reduction schemes in the LALR(1) automaton to clauses in a DCP following a very simple technique described by Vilares in [7]. That allows us to easily represent the dependence of the parsing process on the syntactic context and, from the viewpoint of a future work, the possibility to extent the results to the study of context-sensitive grammars.

On the other hand, being DCPs a generative formalism and not an operational one, the idea is to separate the execution strategy in order to implement several operational approaches to finally choose the definitive kernel of the parser on an experimental basis. In this sense, it can be proved [7, 8] that bottom-up approaches have the best behavior, and that top-down ones are not always correct depending on the representation used for the
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stack. To describe this operational formalism, we use the concept of LPDA, in essence a PDA that stores logical atoms and substitutions on its stack, instead of simple symbols, and uses unification to apply transitions.

The algorithm proceeds by building a collection of items, essentially compact representations of the stack configurations to guarantee a good sharing quality for the syntactic structures. We associate a set of items $S^w_i$, usually called itemset, for each word symbol $w_i$ at the position $i$ in the input string of length $n$, $w_1, ... n$. Items are directly built from literals on a DCP following a given logical compilation scheme that here is a simple variant of the bottom-up one.

New items are produced by applying transitions of the LPDA to existing ones, until no new application is possible. In our case, an item represents the current stack configuration in the form $[p A q S^w_i S^w_j]$, where $p$ is the current state in our extended LALR(1) automaton, $A$ is the last recognized symbol, $q$ is the state where we were when the automaton had recognized the symbol $A$, $S^w_i$ is the itemset containing the first token derived from the symbol $A$ and $S^w_j$ is the current itemset.

2.2 The shared forest

A major difference with other parsers is that we represent a parse as the string of grammar rules used in a leftmost reduction of the parsed sentence, rather than as a parse tree. However, this difference is only appearance. In effect, context-free grammars can be represented by AND-OR graphs that in our case are precisely the resulting shared-forest directly obtained from the proof shared-forest. In this graph, AND-nodes correspond to the usual parse-tree nodes, while OR-nodes correspond to ambiguities. Sharing of structures is represented by nodes accessed by more than one other node and it may correspond to sharing of a complete subtree, but also sharing of a part of the descendants of a given node. This is a consequence of the binary nature of our transitions, which only depend on the first and possibly second elements stored in the stack. This feature allows us to obtain a cubic space complexity for the shared forest in the worst case.

In this manner, items are used as non-terminals of an output grammar $G_o = (N_o, \Sigma_o, P_o, S_o)$, where $N_o$ is the set of all items and the rules in $P_o$ are constructed together with their left-hand-side item $I$ by the algorithm. More exactly, we generate an output rule each time a reduce action from the grammar defining the language is applied on the stack. The left-hand-side of this rule is the new item describing the resulting configuration and its right-hand-side is composed by the items popped from the stack in that action, and eventually the number of the reduced rule in the original grammar when we treat the last pop action corresponding to that reduce. So, the start symbol $S_o$ comes from the last item produced by a successful computation.

3 Conclusion

The applied logical model emphasizes the role of locality of interpretation with respect to the data structure. In particular, it puts into evidence that the use of states in classic context-free parsing is equivalent to rewriting the original grammar and therefore the sharing quality for the resulting parse structure is affected.

The modularity of the approach emphasizes the possible variations in the operational strategies, showing the importance of the choice of the dynamic framework in relation to correctness and efficiency for the parse process.

Finally, this formalization is quite open to extensions by its conceptual simplicity and it has proved its practical validity in the case of context-free parsing.
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